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ABSTRACT

Ray-casting, i.e., a ray cast from a hand-held controller to select
targets, is widely used in 3D environments. Inspired by the bubble
cursor [12] which dynamically resizes its selection range on 2D sur-
faces, we investigate a bubble mechanism for ray-casting in virtual
reality. Bubble mechanism identifies the target nearest to the ray,
with which users do not have to accurately shoot through the target.
We first design the criterion of selection and the visual feedback of
the bubble. We then conduct two experiments to evaluate ray-casting
techniques with bubble mechanism in both simple and complicated
3D target acquisition tasks. Results show the bubble mechanism
significantly improves ray-casting on both performance and prefer-
ence, and our Bubble Ray technique with angular distance definition
is competitive compared with other target acquisition techniques.
We also discuss potential improvements to show more practical
implementations of ray-casting with bubble mechanism.

Index Terms: Human-centered computing—Human computer
interaction (HCI)—Interaction paradigms— Virtual reality; Human-
centered computing—Interaction design—Interaction design pro-
cess and methods—User interface design

1 INTRODUCTION

Target acquisition is one of the most elementary interactions in
3D environments. Providing fast and accurate target acquisition
is important in designing virtual reality games and tools. Since a
3D virtual environment can be as large as the user’s field of view,
ray-casting [16,21], i.e., a ray cast from the ray source to the infinity,
has been widely used in virtual reality. Ray-casting has been applied
in many commercial virtual reality devices (e.g., HTC Vive), with
which the user holds a position-tracked controller to select by making
the ray go through the target (Figure la). However, ray-casting
will be unstable when selecting small and distant targets due to
the unintentional tremor from the user’s hand. This problem leads
to many researches to improve the selection performance of ray-
casting.

Bubble mechanism is first proposed from the bubble cursor [12]
for 2D target acquisition. The bubble cursor dynamically resizes its
selection range (bubble) of the cursor and guarantees only the near-
est target is contained by the bubble (Figure 1b). Bubble mechanism
allows selecting the nearest target without directly hitting the target,
which utilizes the empty space around targets and improves the se-
lection performance. Bubble mechanism has been shown promising
in 2D graphical interfaces and been extended into the 3D bubble
cursor [38], however, it has not been explored for ray-casting.

In this work, we investigate how the bubble mechanism can im-
prove ray-casting for 3D target acquisition in virtual reality. We first
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Figure 1: (a) Ray-casting. (b) Bubble Cursor [12]. (c) Ray-casting
with bubble mechanism. The ray (in red) is cast from the controller.
The green curve is the target indicator directing to the selected target.
Yellow disc is the bubble from the user’s view, which is tangent to the
selected target.

define two distance definitions of the bubble mechanism - Euclidean
and Angular, to measure the relationship between the ray and the
target. We then design a disc-shaped bubble tangent to the target
as the visual feedback using an iterative design process. Next, we
evaluate ray-casting techniques with bubble mechanism by compar-
ing them with other 3D target acquisition techniques in both simple
and complicated tasks. Results consistently show the technique with
angular distance definition has high performance in general cases
with less selection time, lower error rate and better user experience,
and it is also able to provide relatively stable selection when meeting
dense or occlusive cases. At last, we discuss potential improvements
according to the limitation of the bubble mechanism. Our findings
of the bubble mechanism for ray-casting make an incremental contri-
bution to the area of 3D target acquisition and benefit the community
of virtual reality.

2 RELATED WORK

Related works will be introduced in two subsections. In the first
subsection, we will list existing ray-casting techniques for 3D target
acquisition and emphasize their features. In the second subsection,
we will introduce the bubble mechanism and show its variants and
applications in 2D and 3D cases. To our knowledge, no work has
been done to investigate the bubble mechanism for ray-casting on
3D target acquisition tasks in literature.

2.1

Ray-casting metaphor, often mentioned as “pointing” in some non-
virtual cases, is that a ray cast from the ray source to select targets
intersected with the ray. Ray-casting with a hand-held ray emitter (5
DOF) was first proposed as a “laser gun” or “laser pointer” [16,21].
Due to the intuitiveness and user-friendliness, hand-held ray-casting
has been widely used in virtual reality researches and platforms for a
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long time, including many commercial VR devices (e.g., HTC Vive
controller). Another implementation of ray-casting is to fix the ray
source on the head while the head or gaze rotation is mapped to the
orientation of the ray (2 DOF). Previous works have investigated
gaze ray [24], ray-casting through an aperture circle [11] and seeing
through hand poses [29].

The user suffers from the hand tremor problem [26] when using
ray-casting techniques to select small and distant targets. To improve
the stability of the selection, “spotlight”, i.e., cone-like ray [21] was
proposed for a larger range of the selection. However, the enlarged
range of the selection may involve multiple targets and bring target
ambiguity problems [13,32]. Some heuristic techniques [7,13,27,33]
employed a prediction algorithm with spatial and temporal models
to determine the most possible target. The “heuristics” is always
implicit to the user and lacks visual feedback, hence it is not natural
for the user to infer the current status of the selection. Snap-to
strategy [11] was mentioned as the “sticky” feature which allows the
ray to stick to the target when the user’s hand is trembling, but the
performance was not validated.

When a ray goes through multiple targets, it also causes target
ambiguity problems [13,32] that the user has to specify the desired
target. This problem will be more serious when targets are occluded
from the field of view or when using cone-like ray-casting. “Shadow
Cone” [34] allowed the user to move the hand in different angles
to remove the undesired targets. “Depth Ray” [13] attached an
additional cursor along the ray to enable unique target selection
through the depth control. “Go-Go” [30] and its advanced version [2]
allowed the user to stretch his/her arm to grab targets in the direction
of the ray using a nonlinear mapping between the real and the
virtual hands. Two-step techniques have been proposed in many
previous works, which allow the user to specify the unique target
from intersected candidates after the ray selects multiple targets.
The form of specifying is usually a pop-up menu for the secondary
disambiguation like floating menu [6], “Flower Ray” [13], “SQUAD”
[18] or the menu selection on a touchscreen [8].

Many studies [3,22,31,38] have compared ray-casting techniques
with other 3D target acquisition techniques. Results showed 3D
target acquisition was complicated so that the performance of tech-
niques varied in different experimental settings. Ray-casting tech-
niques have competitive performances in selecting remote targets,
but they become awkward when targets are very close and touch-
able. Some previous works [4,32] have evaluated environment den-
sity or target visibility when using ray-casting techniques. Results
showed the original ray-casting technique was fast but error-prone
and needed to be improved to tackle extreme cases. We believe the
bubble mechanism is worth exploring to improve ray-casting in that
case.

2.2 Bubble Mechanism

The bubble cursor [12] is a promising target acquisition technique in
2D graphical interfaces. It dynamically resizes its activation area of
selecting and guarantees that exactly one target will fall within its
bubble at any time. The bubble cursor improves the flexibility upon
the area cursor [42] to provide an adaptive “bubble mechanism”,
which efficiently utilizes the proximity of surrounding targets to
reduce the movement of the cursor according to 2D Fitts” law [10,23].
Previous works have proposed some incremental changes upon the
bubble cursor, such as magnifying the nearby region when targets
are small and dense [25] and controlling the bubble effect by the
speed of the cursor [5].

The bubble mechanism is essentially based on the Voronoi par-
tition of the control and display space. Extending 2D areal bubble
cursor to 3D volumetric bubble cursor [38] has been already pro-
posed. The implementation of a 3D bubble cursor is typically based
on a position-tracked device held by the user’s hand (3 DOF). The
result showed 3D bubble cursor had a competitive performance com-
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pared with the ray-casting technique. However, the user’s weak
perception of the depth in virtual reality [20] and the tracking capa-
bility of devices limit the use of a 3D bubble cursor in a small range
in front of the human body.

Previous works have also investigated using ray-casting to control
the bubble cursor on 2D remote surfaces. A comparison between
Voronoi-based target acquisition techniques [14] showed the target
expansion technique had a little better performance than the remote
bubble cursor. Semantic pointing [9] simplified the 3D environment
from the user’s view into a 2D desktop and enabled a 2D bubble
cursor to select targets. Speech-filtered bubble ray [37] showed the
feasibility of using speech commands to specify the target in remote
pointing tasks. However, no work has been found to explore the
bubble mechanism for ray-casting in 3D virtual environments with
targets in various depths.

3 DESIGNING BUBBLE MECHANISM FOR RAY-CASTING

In this section, we will design ray-casting techniques in virtual reality
augmented by the bubble mechanism. Two issues will be addressed.
The first issue is the criterion of target specification, that is, how to
determine which target should be selected when the ray does not
go through any target. The second issue is how to design the visual
feedback of the bubble to provide a better interactive experience.

3.1 Criterion of Target Specification

In the design of the 2D bubble cursor [12], the algorithm chooses
the target with the minimum Euclidean distance between the cursor
and its boundary. This mechanism ensures there is exactly one target
selected at any time. The 3D bubble cursor [38] directly defines
the 3D Euclidean distance as the criterion. However, how to define
“the target with the minimum distance” for ray-casting (2 DOF or 5
DOF) is not as easy as the cursor (3 DOF). Similar to the previous
work [35], we come up with two definitions of the distance:

Euclidean: is defined as the minimum Euclidean distance be-
tween the ray and the target boundary (Figure 2a). This definition is
derived from the original idea of the bubble cursor, straightforward
demonstrating the distance in 3D spaces.

Angular: is defined as the angle between the ray and the target
boundary, centered on the user’s hand (Figure 2b). More specifically,
we project the target and the ray on a plane determined by the ray
vector and the target center, and we define the 2D angle on the plane
as the angular distance. The angular definition has been discussed
in the previous work [19] and showed contributing to 3D pointing
tasks.

(2) (b)
Figure 2: (a) Euclidean: blue or green dash line indicates the Eu-
clidean distance of a target. (b) Angular: blue or green angle within
gray dash lines indicates the angular distance.

Euclidean distance directly represents the distance in 3D spaces,
but distance perception in the immersive environment of virtual
reality is limited due to poor depth perception. The user may need
to be very precise to succeed in selecting a distant target when there
is a near distractive target. Angular distance better measures the
projected distance from the user’s field of view, but there is parallax
between the user’s eyes and hand. We consider angular distance is



the better criterion for ray-casting with the bubble mechanism, but
we will evaluate techniques with both these distance definitions in
the next section to provide empirical evidence.

Note the distance definition only works when the ray does not
go through any target. If the ray goes through multiple targets, we
consider the first intersected target is selected.

3.2 Visual Design of Bubble

The visual presentation of the bubble is an important real-time feed-
back for the user to estimate the status of the selection and infer
the next movement. Good visual guidance may lead to better user
performance and experience [15]. We follow an iterative design
process to refine the visual feedback of the bubble mechanism. That
is, we invite users to try our implementations of the technique with
the bubble feedback and collect their comments for redesign and
improvement, iteratively.

3.2.1 Bubble Size

The 3D bubble cursor [38] has introduced the way of rendering two
semi-transparent spheres to show the bubbles, while the benefit of
semi-transparent rendering was first shown in “Silk Cursor” [38,43].
In previous works (both 2D plane bubbles and 3D semi-transparent
spheres), the radius of the bubble was determined by Euclidean
distances of the first and second nearest targets. The size of the
bubble was set to just contain the nearest target but separate from the
others. Unlike the bubble cursor where the bubble is centered on the
cursor, the bubble for ray-casting has not been defined in previous
works.

The most straightforward idea is to design a spherical semi-
transparent bubble centered on the ray which contains the nearest
target. However, the 3D environment has an additional depth axis,
thus, targets behind the bubble from the user’s view will be occluded
by the bubble. Although the design of semi-transparency provides
a see-through feature that allows the user to see the targets behind,
the visual cues (e.g., shadows or textures), color differentiation and
depth perception may still be affected [36].

Therefore, the size of the bubble should be as small as possible
to reduce the occlusion. At this point, we defined the radius of
the bubble to be the minimum distance between the ray and the
boundary of the target, while the center of the bubble was placed
at the best position along the ray corresponding to the minimum
distance (Figure 3a). From the user’s view, the bubble is tangent to
the nearest target.

(a (©

Figure 3: Different designs of the bubble. (a) Spherical bubble. (b)
Disc-shaped bubble. (c) The bubble rendered on a distant spherical
surface centered on the user’s eyes, which is exactly tangent to the
target from user’s view.

(b)

3.2.2 Bubble Shape

Users from the pilot trial found the 3D spherical bubble might have
a huge volume that could not be accepted in virtual reality. As the
distance between the nearest target and the ray increased, the bubble
was going to expand to a very large scale, as our invited user said,
“The bubble becomes so big that I even stay inside it”. Also, the
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bubble might contain small and neighbored targets when the nearest
target was determined in angular distance.

Considering the visual disturbance caused by the volume of the
bubble, we choose to render only a 2D disc-shaped bubble which
is tangent to the nearest target (Figure 3b). The disc-shaped bubble
eliminates the redundancy on the depth axis but provides similar
angular width as the spherical bubble from the user’s view [19].

3.2.3 Transition

In the following user trial, most users preferred our tangent disc-
shaped design compared with the spherical one. But some of them
responded, “Sometimes it is annoying when the bubble suddenly
Jjumps between distinct depths when the selected target is changed” .
One user said, “The bubble should be improved so that I don’t have
to look for the new location of the bubble”. Another user said, “The
transition of the bubble from one target to another is not as smooth
as that in a 2D bubble cursor”.

To avoid annoying jumping, we design a new way to render the
bubble. Assuming that the user’s field of view is regarded as a
large spherical surface centered on the user’s eyes, we render the
bubble on that spherical surface with a specific radius to make the
bubble exactly tangent to the target from the user’s view (Figure
3c). This rendering method is similar to projecting all targets on the
large spherical surface and executing a 2D bubble cursor. When the
selected target changes, the bubble will smoothly attach to the new
target and keep the tangency.

3.2.4 Target Indication

Users from the next trial were satisfied with our new transition
design. One of them suggested, “When the bubble is almost tangent
to two targets, I'm confused if I select the right one. It will be better
to point out which target I have selected”.

We augment the design with a target indicator in the form of a
curve ray connected between the ray source and the selected target.
This concept was presented in many previous works [6,7,35]. Gen-
erally, we use a Bezier curve to render it. The final design is shown
in Figure lc.

4 EXPERIMENT 1: PERFORMANCE EVALUATION OF RAY-
CASTING WITH BUBBLE MECHANISM

In this experiment, we will evaluate the performance of ray-casting
techniques with the bubble mechanism design in 3D target acqui-
sition tasks. The goal of this experiment is to investigate how the
bubble mechanism improves the speed and accuracy of ray-casting
and whether it is competitive compared with other target acquisition
techniques.

4.1

We recruited twelve participants (one female and eleven males, aged
19-25) from the university campus. All participants were right-
handed. Seven of them had experience with ray-casting techniques
in virtual reality before.

This experimental platform was running on a 4.00GHz Intel Core-
i7 PC running Windows 10. The experimental scenes were built in
Unity 5.6.0. We used HTC Vive VR headset as the device to render
the virtual environment for users. We also used a position-tracked
Vive controller as the hand-held device to control a ray or a cursor
in virtual reality.

Participants and Apparatus

4.2 Experiment Design and Tasks

Four main factors should be considered in 3D target acquisition tasks
[34,38]: Target Size, Target Depth, Density and Occlusion. Target
Size is one of the most influential factors for selection techniques
in both 2D and 3D cases. Small targets are more apt to be difficult
to select than large targets for some ray-casting techniques. Target
Depth [13,17,39] causes many problems like distance perception



and access capability. In this experiment, we would like to first
evaluate ray-casting with bubble mechanism in general cases, so we
did not involve Density and Occlusion factors.

We designed a within-subject experiment with factors Technique,
Target Depth and Target Size. There were three different depth
ranges: near (0.2-0.7m, targets can be touched by hand), middle
(1-5m, a room-level range) and far (10-30m, remote pointing). There
were two different sizes of target diameter in each depth: large and
small, totally six different scenes (see Table 1). We mainly focused
on the comparison of techniques to figure out the pros and cons of
the bubble mechanism, and the factors Target Depth and Target Size
varied only to create scenes with different difficulties.

Table 1: Six scenes with different depth ranges and target sizes.

Scene Depth Range  Target Size  Visual Size
Near-Large 0.2m-0.7m 0.05m 4.1°-14.3°
Near-Small (near) 0.02m 1.6°-5.7°

Middle-Large Im-5m 0.25m 2.9°-14.3°
Middle-Small ~ (middle) 0.10m 1.2°-5.7°
Far-Large 10m-30m 1.00m 1.9°-5.7°
Far-Small (far) 0.40m 0.8°-2.3°

In each of six scenes, ten spherical targets were presented in a
random layout [28, 38] with the same size within the specified depth
range. We guaranteed that there was no density or occlusion of
targets, and all targets were easy to find from the user’s view. The
participant was required to select each target three times, a total of
thirty selections per technique per scene. The selection order of
targets was randomized for different participants in different scenes,
but it remained the same for all techniques in the same scene for
each participant to guarantee the same difficulty.

4.3 Evaluated Techniques

We chose seven 3D target acquisition techniques in the evaluation.

All parameters of the techniques were well chosen for the best
performance.

Bubble Cursor [38]: is the 3D extension of the original bubble
cursor (Figure 4a). The user moves the controller to manipulate the
cursor, while the cursor selects the nearest target included by the
spherical bubble. We involve this technique because it represents a
class of cursor-based techniques, and the bubble mechanism is also
present. Since the access range of the cursor is limited around the
body, Bubble Cursor is only evaluated in near scenes.

Go-Go [30]: allows the user to control a virtual hand to grab the
target along the ray-casting direction (Figure 4b). The target falls
into the range of the hand can be selected. The position of the virtual
hand from the user’s body depends on the position of the controller
using a nonlinear mapping:

D., — Dctrl if Dctrl < DO
vh Do + k(D — Dg)? otherwise

where D,;, and D_,,; denote the distance of the virtual hand and the
controller from the user’s body, Dy is the threshold, and & is the
nonlinear coefficient. The Go-Go technique represents a class of
techniques that control an extensible 3D cursor along the ray. Due
to the limit of the arm stretch, Go-Go is only evaluated in near and
middle scenes.

Naive Ray [16]: is the original ray-casting metaphor (Figure 4c),
which is the baseline of ray-casting techniques.

Heuristic Ray [7] uses spatial and temporal functions to compute
a score for every target and select the one with the maximum score
(Figure 4d):

o)

s,=s,_ll+(lfT) (1-1)
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where s; denotes the score at time 7, ¢¢() denotes the angle between
the ray and the center of the target at time t, 3 is the threshold, and
A is the time decay weight. There is also a curve target indicator
connected to the selected target. Heuristic Ray represents a class of
heuristic ray-casting techniques with an implicit scoring function to
determine the optimal target.

Quad Cone [18,21]: is a cone-shaped ray-casting technique with
a quartered menu for disambiguation. The user first moves the cone
to include the desired target and presses the selection button (Figure
4e). If there is only one target inside the cone, the selection will be
finished, otherwise, the user needs to specify the desired target in the
second step. All targets included by the cone are evenly distributed
among four quadrants of the quartered menu in the second step
(Figure 4f), and the user progressively eliminates undesired targets
by repeatedly pointing the quadrant which contained the desired
target, reducing the number of targets each time until there is only
one target left. Quad Cone represents a class of two-step techniques
that allow multi-selection and disambiguation.

Bubble Ray: indicates the ray-casting technique with bubble
mechanism. According to the distance definition, we have two
variants: BubbleRay-E (with Euclidean distance) and BubbleRay-
A (with angular distance).

Figure 4: Evaluated techniques: (a) 3D Bubble Cursor. (b) Go-Go. (c)
Naive Ray. (d) Heuristic Ray. (e)(f) Quad Cone: multi-selection with
the cone; disambiguation on the quartered menu.

4.4 Procedure

At first, we introduced the goal of the experiment and guided the
participant to use the device. The participant was required to sit and
not move his or her body when wearing the head-mounted display.
Next, the participant saw a sample scene in virtual reality. The
desired target was highlighted in blue, and other targets were in
white. The desired target became indigo when it was selected by
the technique. The participant needed to press the trigger button
on the controller to confirm the selection. After that, either a tone
sound played to indicate a successful selection or a beep sound
played to indicate a failed selection. The participant needed to try
again after he failed until making a successful selection. Then, we
introduced all seven techniques, and the participant was required
to familiarize these techniques. The experiment started after the
participant responded he had mastered all techniques.

The participant was required to use seven techniques in random or-
der in order to counterbalance. With each technique, the participant
was required to finish tasks in six scenes in the order of Table 1. In
each scene, the participant had a warm-up phase to ensure he could
see and select every target in the scene with the technique. Then, the
participant was required to finish the task as fast as possible on the
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Figure 5: Task completion time of every technique in every scene. The error bar represents the standard deviation.

Table 2: Task completion time, error rate and moving distance of every technique.

Techniques Bubble Cursor Go-Go Naive Ray Heuristic Ray =~ Quad Cone  BubbleRay-E ~ BubbleRay-A
Completion Time (s) 27.44+5.47 56.23+£12.43  46.17+18.02 26.20+4.97 30.85+£7.52 23.12+5.29 20.90+4.05
Error rate (%) 0.97£2.50 15.00£11.02  23.47+£19.33 4.35+4.43 0.39£0.39 2.73+£4.04 1.76+£3.06
Moving Distance (m) 14.34+2.61 8.56+2.01 5.13+1.59 4.89+1.59 6.831+2.00 5.38£2.37 4.99+2.00

premise of making no failed selection. After finishing the six scenes
of one technique, the participant was required to take a break. The
whole experiment took about one hour. After the experiment, the
participant was required to fill a questionnaire based on a 7-point
Likert scale to give subjective scores for all techniques.

4.5 Results
4.5.1

Task completion time of every technique in every scene was shown
in Figure 5. Two Bubble Rays had good performances on task com-
pletion time in all scenes. An RM-ANOVA showed a significant
effect of Technique on task completion time in near (Fg 6 = 52.4,
p < 001), middle (F555 = 146, p < .001) and far (Fy44 = 61.1,
p < .001) scenes. Post hoc paired t-tests with Bonferroni cor-
rection showed BubbleRay-A significantly outperformed Bubble
Cursor (F,11 = 18.6, p <.001), Go-Go (Fy,1; = 161, p <.001),
Naive Ray (Fl.,ll = 146, p < .001), Heuristic Ray (Fi.11 = 60.1,
p < .001) and Quad Cone (Fj 11 = 319, p < .001) on task com-
pletion time. BubbleRay-A reduced target completion time by at
least 20% compared with other compared techniques. Between two
Bubble Rays, A post hoc paired t-test with Bonferroni correction
also showed BubbleRay-A significantly outperformed BubbleRay-E
(F1,11 = 36.9, p < .001). This result supported our expectation that
the angular definition was better to measure the distance between
the ray and the target for the bubble mechanism.

Task Completion Time

4.5.2 Error Rate

We reported the error rate as the number of failed selections before
one successful selection. Two Bubble Rays had relatively low error
rates of less than 3% (Table 2). An RM-ANOVA showed a significant
effect of Technique on error rates in near (Fg 66 = 19.2, p <.001),
middle (Fs5 55 = 24.4, p < .001) and far (F3 44 = 40.8, p < .001)
scenes. Post hoc paired t-tests with Bonferroni correction showed
BubbleRay-A had significantly lower error rate than Go-Go (F 11 =
29.8, p < .001), Naive Ray (F; 11 = 69.0, p < .001) and Heuristic
Ray (F1,11 = 11.0, p = .007), but no significant difference between
BubbleRay-A and Bubble Cursor (F1 11 = 2.27, p = .16), Quad
Cone (F1,11 = 7.99, p = .05) and BubbleRay-E (F ;} =4.58, p =
.06).

4.5.3 Moving Distance

Moving distance [22, 32] of the controller reflects the difficulty
of finding a good location and the fatigue of the user’s hand.
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BubbleRay-A had the least moving distance (Table 2). An RM-
ANOVA showed a significant effect of Technique on moving distance
in near (F,11 =81.4, p <.001), middle (F5 55 =46.4, p <.001) and
far (Fy 44 = 29.4, p < .001) scenes. Post hoc paired t-tests showed
BubbleRay-A had significantly less moving distance than Bubble
Cursor (F111 = 190, p <.001), Go-Go (Fy 11 = 46.7, p < .001),
Quad Cone (F1,1; = 62.4, p < .001) and BubbleRay-E (F; 1| =27.3,
p < .001), but no significant difference between BubbleRay-A and
Naive Ray (F 11 = 0.272, p = .61) or Heuristic Ray (£} 11 = 0.238,
p = .64).

4.5.4 Subjective Feedback

[ Bubble Cursor
3 Go-Go

C Naive Ray
3 Heuristic Ray

[ Quad Cone
3 BubbleRay-E

[ BubbleRay-A

Score
HFNWRUON

Performance Intuitiveness Preference

Non-Fatigue

Figure 6: Subjective feedback from participants. The error bar repre-
sents the standard deviation. The score is from 1 to 7, the higher the
better.

We required all participants to score between 1 to 7 from four
perspectives. The technique with a higher score meant partici-
pants thought the technique did better in that perspective (Figure
6). A Friedman test showed a significant effect of Technique on
Performance (y%(6) = 60.6, p < .001), Non-Fatigue (x%(6) = 62.0,
p < .001), Intuitiveness (¥%(6) = 50.614, p < .001) and Preference
(x2(6) = 24.099, p < .001).

Performance reflects how easy and fast the user feels when select-
ing targets. Two Bubble Rays and Heuristic Ray were considered as
techniques with higher performance.

Fatigue reflects the mental and physical cost for the user to make
a successful selection. Two Bubble Rays, Heuristic Ray and Quad
Cone were considered to cause less fatigue in target acquisition.

Intuitiveness reflects whether the user needs a learning and adap-
tion process to achieve better use. Two Bubble Rays were considered
more intuitive than other ray-casting techniques, and Bubble Cursor
was considered intuitive in selecting near targets. This result showed



participants felt that the bubble mechanism improved the perception
in target acquisition and made the selection more explicit.

Participants were also required to give an overall score for every
technique to show their preferences. BubbleRay-A was shown to
be preferred by participants, which proved ray-casting with bubble
mechanism had good user experience.

In addition, some of the participants responded that the visual
feedback of Bubble Rays did not match their perceptions in near
scenes due to hand-eye parallax. They might prefer Bubble Cursor
to select near targets although their hands had to move a longer
distance.

4.6 Discussion

All metrics consistently showed BubbleRay-A (ray-casting with
bubble mechanism using angular distance definition) performed
well in target acquisition tasks. The results indicated the bubble
mechanism could improve ray-casting techniques on the speed and
accuracy of selection and reduce fatigue by expanding the effective
width of targets. Also, the angular definition of distance was shown
a little better than the Euclidean definition.

From another point of view, we did not study the effects of Target
Size and Target Depth in detail since the finding was really trivial:
smaller targets became more difficult to select for Naive Ray, and
the depth had few effects on ray-casting techniques (RM-ANOVA:
F>27 =3.58, p=.45). In other words, Heuristic Ray, Quad Cone
and two Bubble Rays all had stable performances in every scene no
matter how target depth and size changed. The only factor which
influenced their performances was how targets were arranged in the
scene (layout). In the next section, we will further investigate the
effect of the difficulty of layouts.

5 EXPERIMENT 2: EVALUATION IN EXTREME CASES

The layout of targets will influence the performance of techniques
even the user’s strategy using techniques. In this experiment, we
will build scenes with extreme layouts to further evaluate ray-casting
with bubble mechanism and investigate the benefits and limitations
of the bubble mechanism for ray-casting in complicated tasks.

5.1 Scenes and Tasks

As we mentioned in Experiment 1, Density and Occlusion are the
other two main factors in 3D target acquisition tasks besides Tar-
get Size and Target Depth. Density [4,38,41] of the environment
influences the difficulty of distinguishing the desired target from its
neighbors. The user has to provide more effort to select a target be-
cause of the less tolerance of the imprecision. Occlusion [13,32,38]
means one target is partially or entirely hidden behind another target
from the user’s view. Occlusion may cause ambiguity in depths
for some techniques. Considering these factors, we designed three
extreme scenes for evaluation:

High Density (Figure 7a): 7x7 targets with the size of 0.1m
form a square array at the depth of 5Sm. Two adjacent targets have a
margin of 0.02m. This scene has no occlusion but density problems.
There are 5x 5 inner targets (targets not at the boundary) regarded as
selection candidates, for the reason of ensuring there are four targets
immediately adjacent to each candidate to make each selection fall
into the dense case. The participant was required to select every
candidate once, twenty-five selections in total.

High Occlusion (Figure 7b): An obstacle target locates exactly
in front of the participant with the size of 0.75m at the depth of
5Sm. Four occluded targets form a rhombic layout and locate 0.8m
behind the obstacle, so only a crescent-shaped part of each occluded
target with an angle of 2° can be seen by the user. This scene has
no density but occlusion problems. The participant was required
to select every occluded target six times, twenty-four selections in
total.
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Density & Occlusion (Figure 7c): 5x5x5 targets with the size
of 0.25m form a cubic layout [32,40]. The center of the cubic layout
is 3.5m in depth. Two adjacent targets have a margin of 0.25m.
This scene has both density and occlusion problems. Targets at the
cube boundary are not considered as selection candidates for the
same reason as High Density scene. Targets located on the third row
and third column are fully occluded, which are not considered as
the candidates either. The participant was required to select every
candidate once, twenty-four selections in total.

Figure 7: Three extreme scenes of Experiment 2 from the participant’s
view: (a) High Density. (b) High Occlusion. (c) Density & Occlusion.
The black sphere indicates the reset target.

5.2 Participants, Experiment Design and Procedure

We recruited twelve participants (one female and eleven males, aged
21-25) from the university campus. All participants were right-
handed. Five of them had participated in Experiment 1.

A within-subject design was used with the only factor Technique.
Five techniques (Naive Ray, Heuristic Ray, Quad Cone, BubbleRay-
E and BubbleRay-A) were evaluated in this experiment.

To control the difficulty of every selection, we placed a black
target in each scene as a reset target (Figure 7). We required the
participant moving back to the reset target before every selection
to ensure every selection fell into the extreme case. That is, after
a successful selection, the participant had to pass through the reset
target, then he or she was allowed to make the next selection. The
participant did not need to select or calibrate the reset target.

The participant was required to use five techniques in random
order for the sake of counterbalancing. With each technique, the
participant was required to finish the tasks of three scenes in random
order. The selection order of targets was randomized for different
participants in different scenes, but it remained the same for all
techniques in the same scene for each participant to guarantee the
same difficulty. The requirement of tasks was similar to that of
Experiment 1, except the participant had to pass through the reset
target before every selection. The whole experiment took about
forty-five minutes.

5.3 Results
5.3.1 High Density Scene

Figure 8 showed the task completion time. Heuristic Ray and two
Bubble Rays had less task completion time in this scene. An RM-
ANOVA showed a significant effect of Technique on task comple-
tion time (Fy 44 = 28.0, p < .001). Post hoc paired t-tests showed
BubbleRay-A had significantly less task completion time than
Naive Ray (F1,11 = 8.89, p = .012) and Quad Cone (F; 1| = 51.5,
p <.001).

Figure 8 also showed the error rates. An RM-ANOVA showed a
significant effect of Technique on error rates (F4 44 =9.17, p <.001).
Post hoc paired t-tests showed BubbleRay-A had significantly higher
error rate than Heuristic Ray (F7,11 = 15.0, p = .003) and Quad Cone
(Fl,ll =20.6, p <.001).

We expected Bubble Rays would degrade to Naive Ray in a highly
dense scene since there was not too much empty space between
targets, which made the effective width of targets (0.11m) only
10% greater than the actual width (0.1m). Due to the hand tremor
problem, the error rate of Bubble Rays was also as high as that of
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Figure 8: Task completion time and error rate for every technique in
every scene. The error bar represents the standard deviation.

Naive Ray. However, the temporal model of Heuristic Ray provided
the “sticky” feature [11] to avoid failed selections caused by the
hand tremor.

5.3.2 High Occlusion Scene

An RM-ANOVA showed a significant effect of Technique on task
completion time (F3 44 = 73.2, p < .001). Post hoc paired t-tests
with Bonferroni correction showed BubbleRay-A had significantly
less task completion time than Naive Ray (Fj 11 = 134, p < .001),
Quad Cone (Fy,11 =8.51, p=.014) and BubbléRay-E (Fi,11=47.9,
p <.001).

An RM-ANOVA also showed a significant effect of Technique on
error rates (Fy 44 = 102, p < .001). Post hoc paired t-tests showed
BubbleRay-A had significantly lower error rate than Naive Ray
(Fl,ll =224, p< .001) and BubbleRay—E (Fl,ll =11.1, pP= .007).

The drawback of Euclidean distance definition was clearly shown
in this scene. The front obstacle in this scene would always be the
nearest target according to the Euclidean distance, so the participant
had to make more effort to directly intersect the occluded target as
Naive Ray. However, angular distance definition did not have this
problem. The space around occluded targets would still contribute
to the effective width to make the targets easy to select.

5.3.3 Density & Occlusion Scene

An RM-ANOVA showed a significant effect of Technique (Fy 44 =
6.37, p < .001) on task completion time. Post hoc paired t-tests with
Bonferroni correction showed BubbleRay-A had significantly less
task completion time than Quad Cone (Fy 11 = 28.6, p <.001).

An RM-ANOVA also showed a significant effect of Technique
on error rates (Fy 44 = 6.85, p < .001). Post hoc paired t-tests with
Bonferroni correction showed BubbleRay-A had significantly higher
error rate than Quad Cone (Fy 1 = 16.9, p = .002).

In this scene, Quad Cone had the highest task completion time
with the lowest error rate due to its additional disambiguation phase,
while other techniques had similar performance with very high error
rates. This result showed that ray-casting techniques should be
associated with extra disambiguation steps or additional modalities
(e.g., Depth Ray [13]) in scenes with high density and occlusion.

6 DISCUSSION

The results in Experiment 1 showed Bubble Rays had a high per-
formance of selection in simple tasks. Bubble Rays expanded the
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effective width of targets and reduced the moving distance, which
made targets easy for selection. Users also liked the explicit visual-
ization of the bubble which made the selection intuitive. However,
Bubble Rays had the limitation that they did not perform well in
tasks with dense targets because the effective width was compressed.
Although their task completion time was not worse than other tech-
niques, the error rate was really high. According to the response
from users, they preferred to spend more time to achieve a higher
success rate due to the high cost of re-try.

We find the angular definition of the distance is better than the
Euclidean definition for Bubble Ray. BubbleRay-A can be inter-
preted as the selection on a Voronoi diagram [12] of a 2D sphere,
which better matches users’ fields of view. On the other hand,
BubbleRay-E makes the selection on a 3D Voronoi diagram, which
causes confusion along with the depth. However, there is still an
obvious hand-eye parallax when selecting near targets when using
BubbleRay-A. A more comprehensive model involving hand posi-
tions can be considered to improve Bubble Ray, and this will be our
future work.

There are other limitations in our work. First, we did not allow
the participants to walk around to seek for a better view in the
experiments. In real VR scenarios, body movements should be
also considered. Second, we did not compare more ray-casting
techniques with other modalities, for example, Depth Ray [13] or
RayCursor [1] with the touchpad on the controller. In extreme cases,
these additional modalities may help for disambiguation. Third,
our analysis can be improved by investigating the throughput of
techniques and modeling with Fitts” law [10] to have a better view of
the speed-accuracy tradeoff. Fourth, Bubble Ray ensures there must
be one target selected, because of which the intention of selection
should be inferred in real use to avoid false triggering. We propose
several potential improvements in the following as our future work.

6.1 Speed/Surrounding-Dependent Sticky Ray

Results in Experiment 2 showed BubbleRay-A had a high error rate
in dense cases, while Heuristic Ray with implicit sticky feature had
a relatively low error rate. This indicates that the sticky mechanism
works in dense cases. DynaSpot [5] has shown the idea of degrading
the bubble cursor into the original point cursor when the cursor
slows down. We can also redesign Bubble Ray in this way: when
the speed of controller is low (or the surrounding of the ray is dense),
Bubble Ray becomes original ray-casting with the sticky mechanism
which sticks the nearest target to avoid hand tremor; otherwise, it
still retains the bubble mechanism with high performance.

6.2 Gaze-Filtered Bubble Ray

The bubble mechanism guarantees exactly one target is selected at
any time. However, the user may select an unintentional target far
away from the ray when the environment is sparse. It can be easily
solved by setting a threshold of maximum angular distance between
the ray and the target. Considering the hand-eye parallax, we can
also involve the gaze direction as a filter to help determine the target.
We can hypothesize that the user will look at the target when he
wants to select, so targets out of the range of the user’s view will not
be considered as the desired target. With this filtering, the bubble
mechanism will not select the target out of the user’s attention.

6.3 Bubble Ray + Bubble Cursor

From our subjective feedback in Experiment 1, Bubble Cursor was
more intuitive and preferred in near scenes. A lot of virtual reality
games also require the user to directly touch on the target to increase
engagement. One idea is to combine Bubble Cursor and Bubble Ray
together. When the user selects targets around him, the controller
becomes the 3D bubble cursor to provide direct and enjoyable touch;
when the user tries to select a distant target, the controller becomes



the ray-casting with bubble mechanism to provide fast and robust
target acquisition.

7 CONCLUSION

In this work, we iteratively refine the visual feedback of the bubble
mechanism for ray-casting from users’ comments and render a disc-
shaped bubble tangent to the target as the final design. Our two
experiments show BubbleRay-A has high performance with less
selection time and better user experience in both general and extreme
cases. Also, the angular distance is shown better than the Euclidean
distance for the bubble mechanism. Based on the findings from
experiments, we propose some variants and improvements of Bubble
Ray to make it more practical in real use.
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